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Abstract— For any kind of IoT network, we want maximum flow from source to destination. It is a classical optimization problem. In case of the static 
network, we can easily implement the classical max-flow algorithm. However, in the distributed environment, we can’t implement classical max-flow 
algorithm directly. The main challenges are any node can join or leave at any time and node mobility. To get the max-flow in the distributed network with 
minimum overhead, we investigate the flooding method considering the three different types of distributed network environment based on the well-known 
classical max-flow algorithm such as Dinic’s, Ford-Fulkerson and Edmond-Karp algorithm. However, our implementation is not restricted to any kind of 
particular max-flow algorithm. 

Index Terms—IoT Network, Max-Flow, Node, Routing Protocol, Overhead, Dinic’s Algorithm, Flooding  
 

1. Introduction 
The Internet of Things (IoT) is the most disruptive 

innovation in today’s world that focuses at interconnecting 
every physical identifiable object (or, a thing) via a global 
networking infrastructure. The number of IoT device is 
increasing excessively. These IoT devices are highly distributed 
and have significantly less storage and processing capacity. In 
distributed IoT network, we want to send data from source to 
destination with maximum flow speed. The max-flow problem 
is defined as follows: for a directed graph G with edge 
capacities and given a source node s and a target node t, what 
is the maximum flow that can be pushed through from s to t 
through the edges of G? 

We consider a directed graph with n nodes, m edges with 
positive capacity c and two distinguished nodes named source 
and sink. We can assume each edges in the network as a pipe 
which conduits water and the capacity of each edge is capacity-
carrying of that pipe. Then the water flows in the network such 
that the amount of water in each pipe does not exceed the 
capacity of that edge. The maximum flow problem then 
responses to the question: how to maximize the quantity of 
water that could flow from the source to the sink or target [1]. 

Basically, to solve the maximum problem, there are two 
principal categories: the labelling Fork-Fulkerson’s method [2] 
and the preflow-push method that was introduced by Golberg-
Tarjan [3] who takes the original idea of preflow  

 
 
from Karzanov [4]. The labelling method increases flow along 
augmenting paths from the source node to the sink node. The 
idea of preflow-push algorithm is to seek-out the shortest paths 
as in the labelling method, but do not send flow along paths 
from the source to the sink. Instead, it processes excesses at  
 

 
nodes: nodes send flows on individuals arcs based on the 
knowledge it has about itself and its neighbors. This algorithm 
of Goldberg-Tarjan makes decisions locally and hence, is 
suitable for a distributed version in the asynchronous network. 
 
        In IoT network, each IoT device has certain properties such 
as processing, transmitting and receiving power and 
bandwidth. Another property is device mobility. To transmit 
data from source to destination in the network, we need at least 
a single path from source to destination. To get maximum flow 
from source to destination, we have to find all possible path 
from source to destination. In case of static, all node position in 
the network is fixed. Secondly, we can collect all node 
connectivity information between the nodes in the network. 
After that applying any classical max-flow algorithm like 
dinic’s algorithm, we can get max-flow from source to 
destination easily.  

However, we can’t apply the classical max-flow algorithm 
to get max-flow in the dynamic IoT network. The first challenge 
is any node can join or leave at any time in the network. 
Secondly, the node has mobility property. Thirdly, each node 
has individual property. These are main obstacles in the 
dynamic or distributed environment to get max-flow by 
implementing the classical max-flow algorithm. 

In this paper, we investigate how to implement classical 
max-flow algorithm such as dinic’s or others algorithm to 
maximize data flow in distributed IoT network. 

2. Materials and Methods  
The distributed IoT Networks are comprised of mobile 

nodes that are communicating via either directed wireless links 
or multi-hop wireless links through a sequence of intermediate 
nodes. The multipath routing in IoT networks is difficult 
because the network topology may change constantly, and the 
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available alternative path is inherently unreliable. So far, much 
of the effort of multipath routing has been focused on using the 
predefined alternate path when a relay on the primary path has 
failed regardless of the availability of the alternate path. This 
reactive route handoff can increase the overhead for frequent 
route discoveries. A novel Entropy-based Long-life Multipath 
Routing algorithm in MANET (ELMR) can be used to resolve 
above problem [5]. 

A Network Coding-based on-demand Multipath Routing 
algorithm in MANET (NCMR) is typically proposed in order to 
increase the reliability of data transmission or to provide load 
balancing. The NCMR routing protocol provide an accurate 
and efficient method of estimating and evaluating the route 
stability in dynamic MANETs[6].  

As the nodes in a wireless IoT network can be connected in 
a dynamic and arbitrary manner, the nodes themselves must 
behave as routers and take part in discovery and maintenance of 
routes to other nodes in the network. The goal of a routing 
algorithm is to devise a scheme for transferring a packet from 
one node to another. One challenge is to define/choose which 
criteria to base the routing decisions on. There are some well-
known routing protocol those are basically used in Mobile 
Adhoc Network (Manet). DSDV (destination-sequenced 
distance vector) protocol [7] is proactive Table-Driven Routing 
Protocol that maintain the global topology information in the 
form of tables at every node. AODV (ad hoc on-demand distance 
vector) [8], [9] is a distance vector routing protocol that discovers 
routes only on demand and doesn’t maintain routes from every 
node to every other. 

In centralized approach, e.g. static network, the neighbor 
nodes are almost fixed for each node with certain transmission 
range. There are some well-known classical max-flow algorithm 
those are basically used in static network to calculate max-flow. 

 
(a) Dinic’s Algorithm: 
This algorithm is a strongly polynomial algorithm for 
computing the maximum flow in a network[10], conceived 
in 1970 by Israeli (formerly Soviet) computer scientist Yefim 
Dinitz. The algorithm runs in time and is similar to the 
Edmonds–Karp algorithm, which runs in time, in that it 
uses shortest augmenting paths. 
(b) Ford-Fulkerson Algorithm: 
Ester R. Ford, Jr. and Delbert R. Fulkerson created the first 
known algorithm for computing max flow from source to 
sink in a network, called the FFA (Ford-Fulkerson 
algorithm). It is a “method” rather than an “algorithm” 
because it encompasses several implementations with 
differing running times. The Ford-Fulkerson method 
depends on three important ideas that transcend the 
method and are relevant to many flow algorithms and 
problems: residual networks, augmenting paths, and cuts. 
 

For distributed IoT network, we investigate flooding 
method to calculate max flow from in-between two nodes.  
 
2.1 Implementation 
         In this section, we try to address the above node failure 
and mobility challenges in detail. In wireless IoT network, 
any node can fail any time or after a certain period. 
Secondly, the node has mobility property that means node 
position change at any time or after a certain period. These 
are two main challenges for implementing classical max-
flow algorithm such as dinic’s, Ford-Fulkerson or Edmond-
Karp algorithm in wireless IoT network. 
To get max-flow from source to destination in wireless IoI 
network, we consider Flooding technique to get the 
neighbor node information and virtual network topology. 
In the network layer, we implement Destination-sequenced 
distance vector (DSDV) routing protocol. 

2.2. Flooding 
A wireless IoT network consists of wireless mobile 

nodes that form a temporary virtual network topology 
without the aid of established infrastructure or centralized 
administration. This type of network can be easily 
constructed with inexpensive cost because of no need to 
install wire line infrastructures. Like a wired network 
topology, a wireless IoT network can be modeled as a 
graph. We can consider every mobile node as a vertex and 
two nodes are connected by a link (represent the edge) 
when they are within the transmission range of each other. 
Due to mobility, the graph may change with a certain time 
period [11]. 

To get max-flow from source to destination with 
minimum overhead, we investigate the Complete Flooding 
method. 

 
2.3. Complete Flooding 
For a distributed network, Complete Flooding 

method is as follows. Firstly, we focus on creating a 
temporary virtual network topology through flooding 
method. Source node s start broadcasting hello message 
with a certain transmission range tr and bandwidth 
capacity c. Within this transmission range, those nodes are 
present, they will receive the hello message and make a 
neighbor list of the source node s. Then each node from the 
neighbor list starts broadcasting hello message with a 
certain transmission range tr and bandwidth capacity c and 
make their individual neighbor list. All nodes will send 
their neighbor list to the source node through unicast 
message. Such a way, network topology will be 
constructed. In this method, each node will broadcast only 
one time. The complete flooding method algorithm is given 
below: 
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Secondly, after constructing virtual network topology, we 
implement classical max-flow algorithm like dinic’s 
algorithm to get max-flow from source s to destination t. 
However, in a distributed network, devices are light-
weighted and low power capacity in nature. 

 
Figure 1. A distributed network containing nodes 

100. 
We consider three types of distributed IoT network. 

1. All nodes position are fixed. 
2. Every node has mobility except source and destination. 
3. All nodes have mobility 
 
2.3.1. First Case 

In the first case, all node are uniformly distributed and have 
no node mobility property. To construct temporary virtual 
network topology, at first source node start flooding to get each 
node’s neighbor information. Then, we have to check only node 
failure property in the network. To get maximum flow from 
source to the destination we can apply any classical max-flow 

algorithm. This is simple if we compare with other two 
implementations. 
 
2.3.2. Second Case 

In the second case, all node are randomly distributed and 
have node mobility property except for the source and 
destination node. That means all node will move with respect to 
time, however, source and destination node position are fixed. 
After creating virtual network topology, we have to take care of 
node failure as well as mobility property also. 

 
2.3.3. Third Case 
In the third case, this is similar to the second case. The only 
difference is each node has mobility property. 

3. Results 
 In this section, for the three types of distributed network 

environments, we analyze and compare the result. 

3.1. Flooding in Whole Network(Complete Flooding Method) 

At first, we consider a distributed network(case 3) where 
node’s failure and mobility property exists. In this network, 
the total number of the device is N = 100 and each node has 
fixed transmission range tr = 200 meters with different 
transmission capacity. The application starts at the time of 2 
seconds and ends 60 seconds. That means, at time 2 seconds, 
source node starts flooding hello message, and it continues to 
the whole network. 

 

  Table 1. Calculation of max-flow and message overhead for 
Case 3 at time 2 and 7 seconds 

In table 1, for particular source 0 and destination 50, we 
calculate max-flow with the message overhead at the time of 
2, 5, 12, 17, 22, 27, 32, 37, 42, 47, 52 and 57seconds. To check 
node failure and mobility flooding has been done every five 
seconds time interval. For each flooding, we get modified 
virtual temporary networks due node failure and mobility. 
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Table 2. Max, Min and Avg. Flow From Source to Destination 

Now, In table 2, we calculate the max, min and avg. max-flow 
with message overhead. 

 

Table 3. Simulation parameters in NS-3(Ver. 3.27) 

 

 Figure 2. Comparison of avg. Max-flow for case 1,2 
and 3 for increasing node N. 

Figure 2 depicts the comparison of max-flow with increasing 
node N for case 1,2,3. Here, we can conclude that if we 
increase node number in the same distributed network for 
case 1 and 2, the max-flow is increased linearly. However, For 
case 3, max-flow is increased randomly. In the figure for node 
number 100 max-flow is 420 but node 110 max flow is 360. 

 

Figure 3. Comparison of avg. Message Overhead for case 
1, 2, 3 for increasing Node number N. 

Figure 3 depicts the comparison of message overhead with 
increasing node N for case 1,2,3. Here, we can conclude that if 
we increase node number in the same distributed network for 
case 1, 2 and 3 the message overhead is increased linearly. 

 

Figure 4. Comparison of avg. Max-flow for case 1, 2, 3 for 
increasing transmission range tr.. 

Figure 4 depicts the comparison of max-flow with increasing 
transmission range tr for case 1. Here, we can comclude that if 
we increase the transmission range tr in the same network, the 
max-flow is increased linearly. 
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Figure 5. Comparison of message overhaed for case 1,2 and 3 
with transmission range tr. 

Figure 5 depicts the comparison of message overhead with 
increasing transmission range tr for case 1.Here also, we can 
conclude that if we increase the trasmisson range tr in the 
same network, the message overhead is increased linearly. 

4. Discussion 

In this project work, to calculate max-flow from source to 
destination, I have to choose any classical max-flow algorithm. 
In future, we will try to come up with a new algorithm or 
modification of conventional max-flow algorithm that will give 
max-flow with minimum message overhead for any 
distributed network. In our project implementation, we have 
considered some fixed parameter such as transmission range is 
same for all nodes. However, in practically, all nodes have 
different transmission range. We shall try to fix it. 
 
 
 
 

5. Conclusions 
       In summary, this project work can be divided into two 
parts. Firstly, we focus on how we can implement the classical 
max-flow algorithm for any distributed networks considering 
node failure and mobility properties. In our implementation, 
we have chosen three different types of distributed 
environment named case 1, 2 and 3. To calculate max-flow from 
source to destination, we have used flooding technique. To 
check node failure and mobility, we send hello message after a 
particular period interval. Using this method, we can calculate 
max-flow for any distributed networks. However, in this 
method message overhead is more. We have found a trade-off 
relation between max-flow and message overhead. Secondly, 
we focus on how we can get max-flow with minimum message 
overhead. 
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